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Who are we?



Who are we?
• CETA-CIEMAT data center is joint iniciative with regional government

of Extremadura.
• Public institution, financed by Spanish budgets (PGE) & European

founds (FEDER).
• Mission: Consolidate and disseminate eScience and ITs, specially Grid

and eInfrastructures.
• Offer our resources: Grid, Cloud, and HPC (GPUs, clusters, …).
• Contribute to the effective expansion of eScience.
• Facilitate usage of resources.
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Our infrastructure



Our infrastructure
• Computing:
• For grid
• For CPU/GPGPU

• Storage:
• Lustre

• Networks:
• Ethernet
• Infiniband
• Fibre channel

• Free cooling
• Redundancy



Our infrastructure
• Computing HPC:
• GPGPU:

• 17 nodes x 2 TESLA
• 32 nodes x 2 FERMI
• 8 nodes KEPLER

• PHI:
• 2 nodes x 2 PHI

• CPU:
• 48 nodes



Our infrastructure
• Storage:

• +500TB (RAID5 + HotSpare)
• 2 Tape library for backups / HSM
• CEPH (in progress)

• Network
• 10 Gb Ethernet backbone
• RedIris Nova internet connection (10Gb/s) and 

Regional wide-area network (10Gb/s)
• Infiniband connection in the cluster
• Lustre storage by fibre cannel and SAS



Our infrastructure
Partitions:
• normal: x86 architecture

without acelerators only
CPU.
• gpu: x86 architecture

with Nvidia CUDA 
acelerators: Tesla, Fermi, 
Kepler
• mic: x86 architecture

with Xeon PHI 
acelerators.



Our infrastructure
• ▪Configuration:

• Version 16.05 (update soon)
• 2 slurmctl nodes

• Native active/passive mode
• 1 front-end login node
• Munge encryption
• Mysql, LDAP, Xdmod,…
• Libraries by modules
• Job priority multifactor
• High qualify staff:



Slurm deployment



Deploying SLURM by
• Puppet:



Puppet. Do yo know about it?
• Puppet is designed to manage configurations. 
• The user describes system resources and their state, using Puppet's

declarative language.
• This information is stored in files called "Puppet manifests". 
• Puppet discovers the system information via a utility called Facter, 

and compiles the Puppet manifests into a system-specific catalog
containing resources and resource dependency.
• Any actions taken by Puppet are then reported.
• The resource abstraction layer enables administrators to describe the

configuration in high-level terms, such packages without the need to 
specify OS specific commands (such as rpm, yum, apt).



Slurm deployment

Puppet
server

Installation

configuration

service

Client/server

params

puppetdb Puppet client

every
30 minutes

Download/add repo

Compile, config file, 
module library

Run/stop services



Slurm deployment
• Puppet:
• Installation by puppet

• Login
• Slurm server
• Slurm nodes
• Installation libraries (different versions)
• Installation flavors of MPI (and versions)
• Installation Mysql (slurmdb)
• Installation Xdmod

• Parameters of installation on a YAML

• New “functional” cluster à 1-2 hours (depends cpu/network/hdd/puppet
server)

(1 Login, 76 Nodes, 65 module libraries, 2 slurm HA, mysql)



Accounting and stats about Slurm



Accounting and stat



Accounting and stat
• Stats/Accounts:
• Based on Xdmod / SlurmDB / Tableau / Dclogs (“Data Center Logs”)

xdmod dclogs
Slurm DB

Xdmod DB

Dclogs DB

viewTableau

dclogs











Improving slurm



Improving slurm
• Boosting SLURM (under development)
• hpcBoost (HPC-IaaS3 - HPC IaaS Supported System): System capable of 

absorbing computational demand peaks by automatically deploying cloud
computing infrastructure when necessary (and destroying / turning off nodes
when they are not being used).
• Programable interface: compatible with Openstack, Amazon, Azure, …
• Power on/off metrics: average waitting time, max waitting time, number of Jobs,…

Real Nodes High demand
IaaS

(virtual
nodes)

Real Nodes



Improving slurm
• Energy efficiency

• ecoCloud (Efficiency for IaaS): The Planner is focus on sustainable
exploitation of cloud infrastructures, taking into account energy efficiency
without penalizing the quality of service, optimizing machine movements, 
nodes on/off via ACPI.

ecoCloud



Improving slurm
• Integration with active directory and Ldap

Sync sync

LDAP



Any questions?
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